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ABSTRACT  The analysis of the gene regulatory networks underlying development is of central

importance for a better understanding of the mechanisms that control the formation of the different

cell-types, tissues or organs of an organism. The recent invention of genomic technologies has

opened the possibility of studying these networks at a global level. In this paper, we summarize

some of the recent advances that have been made in the understanding of plant development by

the application of genomic technologies. We focus on a few specific processes, namely flower and

root development and the control of the cell cycle, but we also highlight landmark studies in other

areas that opened new avenues of experimentation or analysis. We describe the methods and the

strategies that are currently used for the analysis of plant development by genomic technologies,

as well as some of the problems and limitations that hamper their application. Since many genomic

technologies and concepts were first developed and tested in organisms other than plants, we

make reference to work in non-plant species and compare the current state of network analysis in

plants to that in other multicellular organisms.
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Introduction

The execution of developmental processes in multicellular
organisms, plants as well as animals, is largely dependent on the
cellular capacity for differential gene expression (reviewed in:
Scott, 2000). That capacity (or, in other words, the developmental
program of an organism) is hardwired and encoded in the genome
(Davidson, 2001, Davidson et al., 2002, Revilla-i-Domingo and
Davidson, 2003), in the form of cis- regulatory sequences that
determine when, where and how genes are expressed, of tran-
scription factors and transcriptional co-regulators that act on
those sequences and of other types of regulatory proteins or
RNAs that modify or modulate the activities of other proteins or
genes. The development of genomic technologies and the ensu-
ing availability of various types of large-scale datasets (from the
genome sequence of an ever increasing number of organisms to
gene expression or protein-protein interaction maps, Vidal, 2001)
have opened the possibility of studying the transcriptional regula-
tory networks that control development at a global level. However,
our current understanding of how the genome is brought to play
throughout the developmental program or the different life stages
of any eukaryotic organism is in the best of cases (such as the
yeast Saccharomyces cerevisiae ) still rudimentary and in plants,
vastly lacking. Classic genetic and molecular approaches have
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identified many regulators of developmental processes and orga-
nized them in genetic pathways, circuits or models underlying
such processes – and those regulators have frequently turned out
to be transcription factors. Among many notable examples of the
success of developmental genetic studies in plants, and in
Arabidopsis thaliana  in particular, are the ABC model of floral
organ identity determination (Lohmann and Weigel, 2002, Jack,
2004) and our current understanding of the mechanisms for root
patterning and cell identity determination (Birnbaum and Benfey,
2004, Montiel et al., 2004), control of flowering time (Boss et al.,
2004, Henderson and Dean, 2004, Putterill et al., 2004, Sung and
Amasino, 2004), or establishment of lateral organ polarity (Bow-
man et al., 2002, Engstrom et al., 2004), to name a few (see also
reviews in this issue, for those and other examples). All these
processes are largely controlled by a variety of transcription
factors, but in no single case we have a deep understanding of,
for instance, the genes that are controlled by each of the factors
and the mechanisms by which they exert such regulation.

Genomic approaches now offer the possibility of transforming
those (small) genetic circuits or pathway diagrams into larger

Abbreviations used in this paper: AP, APETALA; AG, AGAMOUS; CAL,
CAULIFLOWER; Dex, dexamethasone; GR, glucocorticoid receptor; LD,
long day; PI, PISTILLATA; SD, short day; SEP, SEPALLATA.
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networks, eventually encompassing all of the genes of the ge-
nome that take part in a given process. In this review, we focus on
genomic analyses of transcriptional regulatory networks in plant
development – but not so much on the developmental processes
or pathways per se, as they are the topic of other reviews in this
issue. We first provide a brief overview of the different types of
global data (and of the methods to acquire them) that are neces-
sary in order to study, at a molecular level, transcriptional regula-
tory networks: comprehensive lists of parts (cis- regulatory ele-
ments, genes) and of the interactions between them (protein-
DNA binding data, protein-protein interactions). Since many ge-
nomic technologies and concepts were first developed and tested
in organisms other than plants, yeast in particular, we make
reference to work in non-plant species, also highlighting a few
landmark studies that opened new avenues of experimentation or
analysis that will be of use in, or influence, studies in plants. There
are, however, specific problems and caveats for applying ge-
nomic technologies to study regulatory networks in multicellular
organisms (compared to the single-celled yeast) – we review
those, with some examples from non-plant species and an em-
phasis on the tools and strategies that have been, or are being,
developed in plants. It has become a common realization in the
genomics field that the combined analysis of more than one
dataset or type of data is much more powerful than the analysis
of single datasets. This is in part the result of the uncertainty that
is associated with such genome-wide datasets (for a review on
this topic, see: Grunenfelder and Winzeler, 2002), but also of the
underlying biology (for example, that an increased number of
genome sequences of selected organisms at appropriate evolu-
tionary distances augments the usefulness of phylogenetic
footprinting to identify potential regulatory sequences). The com-
bination of different datasets is essential for network definition
and, eventually, modeling. We thus review cases where different
genome-wide datasets (either within one species or across spe-
cies) were combined or analyzed together. Lastly, the principal
focus of this review is about the current status of genomic studies
on plant developmental networks. We review examples on LEAFY
and floral meristem determination, on floral organ identity genes,
on root development and on the cell cycle. In some of those areas,
flower development in particular, there have been interesting
efforts to construct discrete dynamical network models by deriv-
ing and combining logical rules from available experimental data
(primarily, genetic interactions and expression patterns of the
known regulators), but we chose not to focus on those studies, as
for the most part they currently fall outside of the genomic
perspective that we concentrate on (but see, for example,
Espinosa-Soto et al., 2004).

Experimental approaches for gene network analysis in
development

The foundation for the application of genomic technologies for
the study of development has been laid by the deciphering of the
genomes of several key model organisms. This foundation was
further strengthened by the experimental characterization of the
transcriptional units in a genome, a necessary work considering
the inaccuracies and difficulties for ab initio  gene prediction in
eukaryotic genomes. Initial efforts for the characterization of
transcriptional units were based on ESTs, large-scale full-length

cDNA cloning, Serial Analysis of Gene Expression (SAGE),
Massively Parallel Signature Sequencing (MPSS) and RACE-
PCR. More recently, approaches that are based on whole-ge-
nome DNA microarrays, in which the genome of interest is
represented in its entirety in a tiled fashion, have been used for
Arabidopsis  (Yamada et al., 2003), Drosophila  (Stolc et al., 2004)
and the human genome (Kapranov et al., 2002, Rinn et al., 2003,
Bertone et al., 2004, Kampa et al., 2004). In addition, public
databases for different types of biological information, from tran-
scription factor binding sites to gene ontology predictions, or the
development of software tools for the prediction of cis- regulatory
elements, aid tremendously in the analysis of the large datasets
obtained by genomic technologies.

The genome-wide technologies that are currently available for
the analysis of gene networks in development include: gene
expression profiling using DNA microarrays, comparative analy-
sis of promoter sequences of genes with similar expression
profiles, phylogenetic footprinting and genome-wide location stud-
ies for DNA binding proteins using promoter (or whole genome)
microarrays, or ChIP/chip experiments, (to elucidate the
transcriptome and promoterome maps); a variety of reverse
genetic methods for perturbation experiments; and protein-pro-
tein interaction technologies (yeast 2-hybrid, MS-based methods,
etc.). These methods have been reviewed elsewhere (Riechmann,
2002) and therefore will not be described in detail here; rather, we
illustrate with some examples how they are currently being used
for the analysis of development.

As genome sequencing projects have coincided with the
invention of microarray technology, gene expression profiling is to
date the predominant approach for the analysis of development
by genomic technologies. As a consequence, our current under-
standing about the regulatory networks underlying development
is somewhat biased, for we have a rapidly increasing knowledge
about patterns of and changes in, gene expression but little insight
into the processes that occur post-transcriptionally. As indicated
above, however, the results of many detailed studies on the
genetic mechanisms underlying development have demonstrated
that the regulation of gene expression is the central control point
for most, if not all, developmental processes (Scott, 2000, Reinke
and White, 2002).

One of those studies focused on the specification of the
endomesoderm of the sea urchin embryo. Davidson and cowork-
ers have delineated a gene network controlling this process that
is comprised of more than 40 genes, most of which encode
transcription factors (reviewed in: Davidson et al., 2002, Revilla-
i-Domingo and Davidson, 2003, Oliveri and Davidson, 2004). The
regulatory interactions between the network components were
determined by large-scale perturbation experiments, in which the
expression of individual genes was altered and the effect on the
expression of other genes in the network was then determined by
quantitative RT-PCR. These experiments led to the prediction of
cis- regulatory interactions among the network components and
many of these predictions have been confirmed subsequently by
independent methods.

Although most of this work was done without the use of
genomic technologies, it nevertheless outlines an overall strategy
that can be successfully used for the study of gene networks by
genome-wide approaches, as demonstrated by Ideker et al. for
the yeast galactose metabolic network, which is under transcrip-
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tional control by GAL4p (Ideker et al., 2001, Ideker, 2004). The
strategy aims, in a first step, at identifying the components of a
regulatory network (genes, proteins, other regulatory molecules
–such as small RNAs–, cis- regulatory sequences), which, be-
cause of previous genetic results, might be partly assembled into
a “scaffold” for the network of interest. This is followed by an
analysis of the molecular interactions between the components
and by perturbation experiments to explore regulatory interac-
tions, using whole genome assays to detect global responses.
Integration of the resulting separate data types might then lead to
expanded and corrected models, compared to those known at the
beginning of the process (for a detailed example of this type of
work, see Ideker et al., 2001).

Since the spatial and temporal expression patterns of genes
can be indicative of their role in development, a good starting point
for the identification of network components is to determine gene
expression patterns of all genes of an organism at all stages of
development (Reinke and White, 2002). Such large-scale gene
expression studies are being performed for Drosophila  (Arbeitman
et al., 2002), C. elegans  (Hill et al., 2000, Jiang et al., 2001, Baugh
et al., 2003), mouse (Zhang et al., 2004) and Arabidopsis  (http:/
/web.uni-frankfurt.de/fb15/botanik/mcb/AFGN/atgenex.htm).
Cluster analysis of the microarray data obtained in this type of
experiments can be used to identify groups of genes with similar
expression patterns during the course of development. These co-
expressed genes are good candidates for genes involved in the
same developmental processes and are potentially co-regulated,
i.e. they might be under the control of the same transcriptional
regulators.

The data obtained in these studies now serve as a baseline for
a more detailed analysis of gene expression in certain organs,
tissues or cell-types. These studies frequently make use of
mutants, in which the developmental process of interest is dis-
rupted. For example, patterns of gene expression during meso-
derm development of Drosophila  were analyzed by comparing
the gene expression profiles of wild-type embryos with that of
twist, a mutant that does not develop a mesoderm (Furlong et al.,
2001). In this study, hundreds of genes were identified that might
have stage-specific functions during mesoderm development.

Another elegant example for a gene expression profiling ex-
periment leading to the identification of genes involved in a
specific developmental process comes from the analysis of sto-
matal development in Arabidopsis. By forward genetics, Bergmann
et al. have identified YODA, which encodes a mitogen-activated
protein kinase kinase kinase (Lukowitz et al., 2004), as a key
regulator of stomatal development (Bergmann et al., 2004a).
Loss-of-function alleles of YODA  lead to a dramatic increase in
the number of guard cells compared to wild type. In contrast,
guard cells are absent in transgenic lines expressing a constitu-
tively active version of YODA. In order to identify additional genes
involved in stomatal development, the gene expression profile of
the yoda  mutant was compared to that of the transgenic plants
using wild-type plants as a common reference. This experiment
resulted in the identification of roughly 200 candidate genes and
a large-scale reverse genetics screen confirmed subsequently
the importance of some of these genes for stomatal development
(Bergmann et al., 2004a).

While the approaches described above lead to the identifica-
tion of probable components of the gene networks controlling

development, they do not reveal the regulatory interactions be-
tween these components. The identification of cis- regulatory
elements serving as input sequences for higher-level network
components allows a deeper understanding of the hierarchical
orders of a gene network. Databases such as TRANSFAC (http:/
/www.gene-regulation.com/), or the plant-specific data reposito-
ries PLACE (http://www.dna.affrc.go.jp/PLACE/) or PlantCARE
(http://oberon.fvms.ugent.be:8080/PlantCARE/index.html)
(Lescot et al., 2002) contain information on known cis- regulatory
elements or transcription factor binding sites (reviewed in
Rombauts et al., 2003). The information in these databases can
now be used to systematically analyze the regulatory regions of
co-expressed genes identified by microarray experiments. For
example, by using the information on plant cis- regulatory ele-
ments available in the PLACE database, Nemhauser et al. iden-
tified regulatory elements that are significantly enriched in the
promoters of genes responding to the plant hormones auxin or
brassinosteroids (BR) or to both (Nemhauser et al., 2004). Among
these elements one had been previously associated with auxin
response. However, this element was frequently found in the
promoters of brassinosteroid-regulated genes suggesting that it
might function as an input sequence for BR signaling as well.
Indeed, alterations of BR levels in plants had a strong influence on
the activity of an auxin reporter construct containing this element.

In another study, existing information on the binding sites of
key regulators of the segmentation gene network of Drosophila
was used to computationally predict novel binding sites and
modules in the promoters of genes in this network (Schroeder et
al., 2004). The functions of these novel modules were tested in
vivo  and, in general, were found to faithfully drive expression in
subdomains of the endogenous genes.

When previous information on cis- regulatory elements is not
available, bioinformatics approaches can be used for the identi-
fication of over-represented sequence motifs in a group of co-
expressed genes that might potentially represent cis- regulatory
elements (reviewed in: Li and Wang, 2003, Rombauts et al.,
2003). This approach has been successfully used, for example,
for the identification of a motif that mediates the circadian control
of gene expression in Arabidopsis  (Harmer et al., 2000).

Cis- regulatory elements can also be traced by comparing the
regulatory regions of orthologous genes of different species. This
approach is based on the assumption that important control
elements are under selective pressure during evolution and
therefore remain relatively unchanged, whereas sequences not
required for proper development diversify rapidly. However, as
changes in the regulatory regions of orthologous genes are
believed to be a source for variation between different species
(reviewed in: Wray et al., 2003), the results of such interspecific
comparisons can be potentially deceptive (lack of conservation of
an element), but, for the same reason, rewarding for obtaining
insights into the processes underlying evolution.

Hong et al. have compared the regulatory region of the
Arabidopsis  floral homeotic gene AGAMOUS  with that of the
corresponding genes in closely related species of the Brassicaceae
family (an approach termed ‘phylogenetic shadowing’) as well as
to distantly related species outside of the Brassicaceae (termed
‘phylogenetic footprinting’) (Hong et al., 2003). This work led to
the identification of novel regulatory elements required for the
control of AGAMOUS  expression. However, certain previously
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known cis- regulatory elements were not detected by this ap-
proach leading the authors to the conclusion that such sequence-
based studies should be combined with traditional promoter
analysis methods to allow a complete identification of the relevant
cis- regulatory elements. Another recently described phyloge-
netic footprinting approach exploits the extensive duplications in
plant genomes. Haberer et al. have suggested that an intragenomic
comparison of duplicated genes might allow the identification of
cis- regulatory elements (Haberer et al., 2004).

While the identification of cis- regulatory elements is essential
for the dissection of a gene network, additional experiments have
to be performed to determine the regulatory interactions between
the network components. As discussed above, these interactions
can be identified by studying the effects that perturbations of
single network components have on the other genes in the
network. In some cases, these effects can be monitored by
comparing the gene expression profile of a wild-type organism to
that of a mutant affected in one of the genes in the network. Such
a strategy was successfully applied for identifying target genes of
the Arabidopsis  homeodomain protein BREVIPEDICELLUS (BP)
(Mele et al., 2003). By comparing the gene expression of bp
mutants to that of wild-type seedlings at a stage before morpho-
logical alterations become apparent, several genes involved in
lignin biosynthesis were identified. Subsequent analysis revealed
that bp  mutants have indeed defects in lignin accumulation and
that BP can bind to the promoters of some of the identified genes.

Unlike in this example, a disruption of a gene network control-
ling an important aspect of development leads in many cases to
early and such dramatic alterations in the morphology of an
organism that a mutant/wild-type comparison will at best produce
a list of genes that are expressed in the differentiated organ,
tissue, or cell type that might be missing in the mutant. Therefore,
different strategies have to be used to study the function of these
genes. A particularly useful approach is the specific activation or
inactivation of a network component followed by microarray
analysis to assess the effects on the expression of other genes in
the network. This approach was pioneered by White et al., who
have studied the role of the nuclear receptor DHR3 in
methamorphosis in Drosophila  by prematurely inducing its ex-
pression from a heat-shock promoter (White et al., 1999). Gene
expression changes were subsequently monitored by microarray
analysis, leading to the identification of several putative target
genes.

Transcriptional as well as post-translational systems have
been described that allow a specific activation of a network
component in plants (Lloyd et al., 1994, Zuo and Chua, 2000,
Deveaux et al., 2003, Maizel and Weigel, 2004). While transcrip-
tional induction systems are suitable for the activation of any
regulatory gene, a post-translational activation is particularly
useful for the functional characterization of transcription factors.
In this case, use of the translational inhibitor cycloheximide allows
the identification of genes that respond to the activation of the
factor in the absence of protein synthesis. These genes are good
candidates for direct target genes because the synthesis of
proteins that might mediate this response is blocked (for example,
Sablowski and Meyerowitz, 1998). However, as prolonged treat-
ments with cycloheximide will ultimately lead to cell death, the
results of such experiments should be treated with caution.

A better and more direct approach for identifying target genes

of a transcription factor on a genome-wide level is to conduct
chromatin immunoprecipitation (ChIP) experiments in conjunc-
tion with microarray analysis (ChIP/chip). The ChIP/chip method
was pioneered in yeast (Reid et al., 2000, Ren et al., 2000, Iyer et
al., 2001, Lieb et al., 2001) and has already been applied success-
fully to human cells (Horak et al., 2002b, Li et al., 2003, Martone
et al., 2003, Cam et al., 2004, Cawley et al., 2004, Odom et al.,
2004). Although such ChIP/chip experiments (to the best of our
knowledge) have not yet been reported for the analysis of plant
transcription factors, chromatin immunoprecipitation protocols
have already been established for an application in plants (see for
example: Johnson et al., 2001, Wang et al., 2002, Ramirez-Parra
et al., 2004, Turck et al., 2004, Wang et al., 2004b, William et al.,
2004) and promoter arrays are being designed (Gao et al., 2004).
Thus, this approach will in the near future likely be of great
importance for the analysis of gene networks in plant develop-
ment, as it has been in yeast and mammalian cells (see below).

The specific activation of regulatory genes from a transgene
can cause artificial effects on gene expression, for example, due
to either over- or mis-expression of the gene. In certain cases it
might therefore be preferable to disrupt a network component
rather than to activate it. A possible strategy for the targeted
inactivation of a gene is the expression of a self-complementary
double-stranded RNA from an inducible promoter that results in
silencing of a specific gene (inducible RNA interference) (Guo et
al., 2003). In addition, it has been demonstrated that transcription
factors can be modified so that loss-of-function phenotypes are
obtained by fusing transcriptional repressor domains of other
factors such as Engrailed from Drosophila  or SUPERMAN from
Arabidopsis  to their coding regions (Markel et al., 2002, Hiratsu
et al., 2003) (for a review on the variety of overexpression
strategies that are available to study transcription factor functions
in plants, see: Zhang, 2003).

A common problem for the application of the experimental
approaches described above is the small size of many model
organisms. In fact, Arabidopsis  was chosen as a model for the
study of plant development in part because it is small in size,
allowing to keep a large number of plants in the limited space of
a laboratory (Meyerowitz, 1989). However, what has been of
great benefit for conducting large-scale genetic screens now
results in difficulties for the dissection of certain organs, tissues,
or cell types for gene expression analysis. Several methods have
been developed to overcome these limitations (reviewed in
Schnable et al., 2004). For example, laser capture microdissec-
tion has been applied to isolate different cell types and tissues of
Arabidopsis  yielding RNA sufficient in amount and quality for the
synthesis of probes for expression profiling experiments (Kerk et
al., 2003). Another promising approach is based on the isolation
of cells that are marked with green fluorescent protein (GFP) by
florescence-activated cell sorting after protoplastation, i.e. enzy-
matic removal of the cell walls. This technique has been used
successfully to profile gene expression in the Arabidopsis  root
using a variety of cell-type and tissue-specific reporter lines
(Birnbaum et al., 2003, see below).

Combining different genome-wide data sources

The identification of all the elements that may form part of a
regulatory network, as complete as it may be, is not sufficient to



Gene network analysis in plant development    749

elucidate the network’s organization, structure and behavior: the
interactions among the different components have to be deter-
mined or inferred. For this purpose, it is necessary to combine
and/or analyze together different genome-wide datasets, ad-
dressing, for example: the identity and location of cis- regulatory
elements, their interactions with transcription factors, the identity
of the targets of each transcription factor, the patterns of expres-
sion of both regulators and targets and even protein-protein
interactions. As indicated above, much work has been devoted to
the use of genomic sequences to enhance the analysis of gene
expression microarray data, through the comparative analyses of
promoter sequences of genes with similar expression profiles –
the underlying assumption being that such genes might be
regulated by the same transcription factor(s) or mechanism. A
variety of methods and algorithms have been developed over the
past few years to identify cis- regulatory elements or motifs in the
promoters of co-regulated genes (reviewed in Li and Wang,
2003). Whereas this approach has been very useful, primarily
with relatively small datasets (see examples above), it has a
serious shortcoming for tackling large regulatory networks, at
least in the way these methods have been usually implemented:
they are based on first identifying and grouping the co-regulated
genes by clustering analyses, but such analyses do not allow one
gene to belong to more than one cluster. This is partly at odds with
the combinatorial nature of transcription in eukaryotes: genes
sharing the same motif may have different patterns of expression
and a given gene, depending on the conditions, may have
different transcriptional responses and group with different (or
only partially overlapping) sets of genes under each condition. To
overcome these limitations, Bussemaker et al. developed a
method for the detection of regulatory elements without the need
for grouping genes into clusters (the REDUCE algorithm,
Bussemaker et al., 2001, Roven and Bussemaker, 2003). This
method, which is based on the idea that upstream motifs contrib-
ute additively to the log-expression level of a gene, requires a
single genome-wide microarray measurement and the promoter
sequence of each gene (Bussemaker et al., 2001). Yet an addi-
tional limitation in standard clustering methods to guide the
discovery of cis- regulatory elements is that all conditions in the
dataset are used to measure correlation in expression, whereas
in practice, when considering very large datasets, usually only a
subset of conditions affect the transcriptional response of a given
pathway and thus the consideration of all conditions in the dataset
can result in an increase in noise. Therefore, a significant contri-
bution to the field was the development of the ‘signature algorithm’
by Ihmels et al., which can assign genes to context-dependent
and potentially overlapping groups of genes and conditions (‘tran-
scription modules’) (Ihmels et al., 2002, Ihmels et al., 2004). The
‘signature algorithm’ was used to analyze over 1,000 gene ex-
pression profiles in yeast to characterize genes and conditions
associated with cellular pathways, to identify cis- regulatory
elements and to analyze the global yeast transcriptional network
(Ihmels et al., 2002, Ihmels et al., 2004). The approach should be
particularly useful in higher eukaryotes, in which the complexity of
the combinatorial code of transcription is higher than in yeast and
it has in fact been applied to compare the global transcriptional
networks of yeast, E. coli, Arabidopsis, C. elegans, Drosophila
and human (Bergmann et al., 2004b).

The combination of gene expression data and cis- regulatory

element analyses, even if leading to the identification of transcrip-
tional modules, allows for only an indirect association with the
transcription factors that might participate in the regulation of such
modules or gene sets. Methods are being developed to associate
regulators to transcriptional modules on the basis of expression
data alone (for example, Segal et al., 2003), but the most direct
link between genes and the transcription factors that regulate
them is ultimately obtained by combining gene expression and
genome-wide location studies (ChIP/chip). Some of the first ChIP/
chip experiments that were performed in yeast showed that
transcription factors may only bind in vivo  to a subset of their
potential sites (biased recognition) and that they can bind to
sequences without recognizable sites (Ren et al., 2000, Iyer et al.,
2001, Lieb et al., 2001). Importantly, they also showed that
transcriptional activators can bind to some of their target promot-
ers even in conditions under which the promoter is not activated
(Ren et al., 2000). All these observations highlight the need to
combine genome wide location studies with gene expression
profiling experiments to determine functional associations. Such
combination of global studies has been elegantly used to charac-
terize the yeast cell cycle regulatory network (reviewed in Breeden,
2003): ChIP/chip was performed for the nine known cell cycle
transcriptional activators, showing that these factors form them-
selves a circular network of serial regulation, i.e., factors that are
regulators of a given cell cycle stage activate regulators that are
involved in the next stage (Simon et al., 2001). Another study
encompassed all of the transcription factors that were regulated
by one of the cell cycle regulators (SBF), to further characterize
the yeast transcriptional circuitry at the G1/S transition (Horak et
al., 2002a).

In mammals (and plants, see below), critical regulators of the
G1/S transition are the E2F transcription factors, which have also
been the target of ChIP/chip experiments (Ren et al., 2002,
Weinmann et al., 2002). Those and other studies indicated that,
in addition to their well-known role in the G1/S transition, E2Fs
also participate in other phases of the cell cycle. More recently,
the combination of ChIP/chip and gene expression data has
further widened the knowledge on E2F activities (Cam et al.,
2004). The mechanism by which E2F proteins control the G1/S
transition involves the retinoblastoma (RB) tumor suppressor
protein. D-type cyclins are synthesized upon mitogenic stimula-
tion and, through their association with specific CDKs, they trigger
the phosphorylation of the RB protein. Non-phosphorylated RB
binds to E2F/DP factors, masking their transcriptional activation
domain and rendering them inactive. The phosphorylation of RB
by the CDK/cyclin complex results in the release of active E2F/DP
heterodimers (an E2F protein and a dimerization partner (DP)
protein), which are required for the activation of transcription of
cell cycle and DNA-synthesis genes and the entry into S phase.
In addition, many growth arrest signals in mammals ultimately
converge on RB (as well as on the related proteins p130 and
p107), such that cells lacking these three proteins fail to arrest in
response to serum starvation, contact inhibition, or DNA damag-
ing agents. Cam et al. studied the possible involvement of E2F
and RB family proteins in genome-wide transcriptional regulation
of growth arrest (Cam et al., 2004). They identified E2F4 and p130
as the principal E2F and pRB family members that mediate three
different growth arrest pathways. ChIP/chip and gene expression
profiling experiments showed that E2F4 and p130 bind to, and
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repress, a common set of genes under each arrest condition, a set
that includes not only genes involved in cell cycle control but also
in mitochondrial biogenesis and metabolism. Combining their
ChIP/chip data with previous data from a different group that
analyzed gene expression throughout the cell cycle, they con-
cluded that only approximately one-third of the E2F targets
identified in the growth arrest ChIP/chip experiment showed cell
cycle periodicity – thus providing further evidence that E2F roles
extend beyond the control of the cell cycle. Cam et al. then went
further to identify, using a motif finding algorithm to analyze the
promoters of E2F-regulated genes, a putative co-regulatory tran-
scription factor, NRF1; performed an additional round of ChIP/
chip experiments with this protein; and finally used small interfer-
ing RNAs (siRNAs) to demonstrate that NRF1 is an essential
regulator of E2F target genes (Cam et al., 2004). Apart from the
biological relevance of the results -a common set of gene regula-
tory networks linking metabolism and growth inhibition-, the work
by Cam et al. elegantly shows the usefulness of combining
different genomic techniques and applying them in an iterative
manner to unravel gene regulatory networks.

Studies of a larger scale have focused on the global yeast
transcriptional network, by individually targeting in ChIP/chip
experiments the vast majority of the DNA-binding transcriptional
regulators in that organism (Lee et al., 2002, Bar-Joseph et al.,
2003, Harbison et al., 2004). Those genome-wide location results
were combined with a large number (over 500) of gene expres-
sion datasets (Lee et al., 2002, Bar-Joseph et al., 2003), to identify
network motifs and groups of genes that are both coordinately
bound and coordinately regulated, revealing the high connectivity
of the yeast gene regulatory network. Harbison et al. combined
genome-wide location data with cis -regulatory element analyses
using several yeast species whose genome had been sequenced,
to construct an initial map of the regulatory code in yeast by
identifying the cis -elements that are bound by regulators under
various conditions and that are conserved among Saccharomy-
ces  species (Harbison et al., 2004).

The examples mentioned above and many others not cited
here, give ample testimony of the recent advances in generating,
analyzing and using genomic data to study biological networks.
Furthermore, more sophisticated analyses, that involve consider-
ing network dynamics or the probabilistic integration of datasets,
are underway (Fraser and Marcotte, 2004, Lee et al., 2004,
Luscombe et al., 2004). Although studies in plants are at present
lagging far behind what is already achievable in yeast, the
examples we discuss below demonstrate the great potential that
these experimental approaches have for the analysis of the gene
networks underlying plant development.

Transcriptional networks in plant development: peek-
ing into complexity

This section summarizes some of the recent advances in our
understanding of plant development that have been made pos-
sible by the application of genomic technologies. We will focus
here only on a few developmental processes, namely flower and
root development and the control of the cell cycle. While most
genome-wide studies in plants have so far been conducted using
Arabidopsis  as a model system, the sequencing of additional
plant genomes (rice, poplar, alfalfa) and the availability of

microarrays for other plant species such as rice, barley, or
soybean hold the potential for a more in-depth analysis of plant
development by genomic technologies and for cross-species
network comparisons within the plant kingdom.

Dissecting LEAFY’s role in flower development
 Flowers are formed at the shoot apex after the plant has

switched from the vegetative to the reproductive phase of devel-
opment. Because of the central importance of this transition in the
life cycle of a plant, the events that lead up to it and the mecha-
nisms by which it is controlled have been a long-standing interest
of plant researchers. Genetic screens have yielded many differ-
ent mutants with defects in genes controlling the different input
pathways that trigger the switch to flowering (Boss et al., 2004,
Henderson and Dean, 2004, Jack, 2004, Putterill et al., 2004,
Sung and Amasino, 2004). By making use of some of these
developmental mutants, Schmid et al. have studied gene expres-
sion events at the Arabidopsis  shoot apex after a specific
induction of flowering and identified genes whose expression is
altered during this transition period (Schmid et al., 2003). One of
the mutants used in this study, leafy  (lfy ), is affected in a plant-
specific transcription factor that plays a central role for the switch
from the vegetative to the reproductive phase (Weigel et al.,
1992). LFY is also involved in activating the floral homeotic genes
that specify the different types of floral organs (see below). By
comparing the gene expression profiles of shoot apices from wild-
type plants with that of leafy  mutants, Schmid et al. identified
genes whose expression changes in an LFY-dependent manner
(Fig. 1). Some of these genes were the known LFY targets,
namely the floral homeotic genes, a result that proved the appli-
cability and the potential of their method. Among the newly
identified LFY-response genes were the three SEPALLATA  genes
SEP1, SEP2  and SEP3  that function together with the floral
homeotic genes in the establishment of floral organ identity (Pelaz
et al., 2000, Honma and Goto, 2001, Pelaz et al., 2001a, Pelaz et
al., 2001b). The significance of the other identified genes for floral
transition or floral patterning (thus, the processes that LFY con-
trols) is currently unknown. Furthermore, it is unclear whether
these genes are directly regulated by LFY or whether they are
under the control of other LFY-dependent factors.

Additional insights into the function of LFY yielded a study in
which gene expression changes were monitored after an ectopic
post-translational activation of LFY in seedlings (William et al.,
2004) (Fig. 1). Use of the translational inhibitor cycloheximide
allowed the identification of putative direct LFY target genes (see
above). In total, 15 candidate genes were described that are
induced in response to LFY activation in the absence of protein
synthesis. Binding of LFY to the promoters of some of these genes
was subsequently tested by ChIP analysis, confirming the predic-
tions that were made based on the microarray experiments. In
addition, the promoters of these genes were shown to contain the
previously described consensus LFY binding site. Thus, the
genes identified in this study appear to be bona fide  LFY target
genes.

Surprisingly, although in the two studies discussed above the
same type of whole genome microarray was used no overlap
between the predicted target genes was observed (Fig. 1). This
could be due to the fact that different types of tissues were used
for the experiments: shoot apices in the former and whole seed-
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lings in the latter study. This idea is supported by differences in the
detection of known LFY target genes: while in the study by Schmid
et al. these genes were readily identified by microarray analysis,
they were below the detection threshold in the second study
probably due to dilution effects caused by using entire seedlings
for the experiments that contain a relatively small number of LFY-
responsive cells. Thus, the LFY target genes identified by William
et al. are possibly expressed at higher levels than the known
targets allowing their detection by microarray analysis. Alterna-
tively, in a worst case scenario, the ectopic activation of LFY may
have led to the identification of genes that can be induced by the
factor in certain cell-types of a seedling but that are not in the cells
where LFY is normally active. Such an effect could be due to a
different cellular competence between meristematic and non-
meristematic cells. However, William et al. were able to demon-
strate for some of the identified genes that their transcript levels
are reduced in lfy  mutants compared to wild type and that their
expression gradually increase during the switch to flowering when
LFY  expression increases as well, suggesting that the expression
of these genes indeed depends on LFY activity.

While the two studies discussed above provided exciting new
information on potential downstream targets of LFY, they also
displayed some of the problems and limitations that hamper the
application of genomic technologies for the analysis of plant
development, especially when the gene of interest is expressed
in a spatially and/or temporally limited fashion (see above). An
experimental approach that might facilitate the functional analysis
of such genes by genomic technologies was described by Wagner

et al. who have established a flower induction system that is
based on the post-translational activation of LFY in callus (Wagner
et al., 2004). In this system, LFY can rapidly activate its known
direct target gene APETALA1  in a large portion of the cultured
cells leading to a marked enrichment of LFY-responsive cells
compared to the seedling approach discussed above. Further-
more, flowers instead of leaves are formed when the callus is
transferred to shoot inducing medium indicating that the cultured
cells can respond to LFY activity in a way that mimics LFY
expressing cells at the shoot apex. Using this system, gene
expression changes were monitored in a detailed time course
experiment after specific activation of LFY using cDNA microarrays
(Fig. 1). Among the approximately 60 LFY-response genes that
were identified in this experiment, several genes, including SEP1
and SEP2, had also been described in the two previous studies,
demonstrating the suitability of this system for the detection of
LFY target genes. Furthermore, in agreement with the proposed
role of LFY as a key activator of regulatory genes required for
flower formation, a significant enrichment of transcription factors
was observed in the data set.

Floral organ identity genes and their targets: towards under-
standing morphogenesis

 One of the earliest steps in flower development is the activa-
tion of the floral homeotic genes that control the specification of
the different types of floral organs. Loss-of-function mutations of
these genes lead to homeotic transformations, i.e. the replace-
ment of one type of floral organ by another. Based on the
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Fig. 1. Identification of LEAFY -dependent (or target) genes by microarray analyses. Summary of three studies that used different experimental
approaches: comparison of wild-type and lfy  shoot apices after transferring the plants from a short day (SD) to a long day (LD) light regime (Schmid et
al., 2003); time-course gene expression analysis after the posttranslational activation of LFY in root explants (tissue culture system) by using a LFY-GR
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phenotypes of these mutants the ABC model of floral organ
identity determination was proposed. According to this model, the
floral homeotic genes can be assigned to one of three different
functions (A, B, or C) with each function being required in certain
regions of the floral meristem. The floral homeotic genes all
encode transcription factors and it has been demonstrated that
they interact in certain combinations to initiate the developmental
programs required for the formation of the different types of floral
organs (Lohmann and Weigel, 2002, Jack, 2004). Expression of
the floral homeotic genes throughout most of flower development
suggests that their role might not be limited to organ initiation.
Indeed, an increasing amount of evidence suggests that this
prolonged expression is necessary for a full maturation of the
floral organs (Bowman et al., 1989, Sablowski and Meyerowitz,
1998, Bey et al., 2004, Ito et al., 2004). Despite of their central
function for floral organ formation, information about the target
genes of the floral homeotic factors and thus, about the molecular
mechanisms by which they control floral organ development is
mostly lacking. However, several recent studies have started
shedding light on the nature of their target genes by comparing the
gene expression profiles of the floral homeotic mutants to that of
wild-type plants. In the first of these studies, Zik and Irish have
identified target genes of the floral homeotic factors APETALA3
(AP3) and PISTILLATA (PI) that are together required for petal
and stamen development in Arabidopsis  (Zik and Irish, 2003).
They identified ~50 different transcripts as being under the control
of AP3/PI and estimated, based on the limited number of genes
represented on the cDNA microarray used for their experiments,
that the total number of AP3/PI-regulated genes is approximately
200.

In another study, the gene expression profiles of the floral
homeotic mutants, including those for AP3  and PI, were com-
pared to that of wild-type plants using cDNA as well as whole-
genome microarrays (Wellmer et al., 2004). By combining the
datasets from the individual mutant/wild-type comparisons ap-
proximately 1450 transcripts were identified and predicted to be
specifically or predominantly expressed in one of the different
types of floral organs (Fig. 2). The vast majority of these tran-
scripts were assigned to the reproductive organs, especially to
stamens. The expression patterns of some previously
uncharacterized genes were subsequently verified by in situ
hybridizations and, in general, were found to match the predic-
tions that were made based on the microarray analyses. In
addition, genes with known floral organ-specific expression were
correctly assigned by this approach.

The total number of genes that depends on AP3/PI activity was
estimated in this study to be at least 1200, a number significantly
higher than what had been estimated by Zik and Irish (see above).
However, as both studies used whole inflorescences for the
microarray experiments it is likely that the transcripts from the
relatively small early-stage floral buds were underrepresented in
the samples used for gene expression profiling. Thus, many
genes regulated by the floral homeotic factors during early flower
development were likely missed in these experiments. In addition,
it is unclear whether the identified genes are directly regulated by
the floral homeotic factors or whether they are merely expressed
in the differentiated organs that are missing in the corresponding
mutants due to an early disruption of floral organ specification. In
any case, these studies provided the first genome-wide informa-

tion on gene expression in Arabidopsis  flowers that can now
severe as a baseline for further, more detailed analyses.

The advantage of using a plant that is larger in size than
Arabidopsis  for the dissection of developmental processes by
gene expression profiling was demonstrated recently by Bey et
al., who have studied late petal development in Antirrhinum  (Bey
et al., 2004). In this study, a temperature-sensitive allele of the
AP3 -homolog DEFICIENS  (DEF ) was used to specifically
disrupt petal development by shifting mutant plants that were
grown at a permissive temperature to a higher, nonpermissive
temperature. Subsequently, petal primordia of a certain develop-
mental stage were dissected after 1 or 3 days and their gene
expression profiles were compared to that of petal primordia from
wild-type plants that were treated identically using macroarrays
containing probes for an estimated ~40% of the transcriptional
units of Antirrhinum. About 100 genes were identified whose
expression changes in response to the specific inactivation of
DEF. The expression of several of these genes was subsequently
tested in flowers by in situ  hybridizations confirming their depen-
dence on DEF activity.

A different approach for the identification of target genes of a
floral homeotic factor was taken by Ito et al. who have studied the
function of AGAMOUS (AG), which controls the development of
the reproductive floral organs in Arabidopsis  (Ito et al., 2004). In
this study, a posttranslational inducible version of AG was intro-
duced into ag  mutant plants and gene expression changes were
then monitored in a time course experiment by microarray analy-
sis after a specific activation of AG. One of the genes that
responded rapidly to an activation of AG was NOZZLE/
SPOROCYTLELESS  (NZZ/SPL ), a gene that had been previ-
ously described as a key regulator of sporogenesis (Schiefthaler
et al., 1999, Yang et al., 1999, Balasubramanian and Schneitz,
2000), thus a process that occurs relatively late in flower develop-
ment in the reproductive organs. Interestingly, although AG
activation occurred ectopically in the transgenic plants, induction
of NZZ/SPL  was only observed in certain floral regions, suggest-
ing that additional regulators are required for this localized ex-
pression. To test whether AG may activate NZZ/SPL  directly, the
response of NZZ/SPL  to an activation of AG was analyzed in the
presence of the translational inhibitor cycloheximide (see above).
An inhibition of protein synthesis did not interfere with the induc-
tion of the gene, suggesting that the regulation of NZZ/SPL  by AG
is direct. Indeed, it was demonstrated that AG binds specifically
to an element in the NZZ/SPL  promoter in vitro  and that a
disruption of this site strongly reduces the expression of the gene
in vivo  indicating that NZZ/SPL  is a bona fide  target gene of AG.

Root development
 Root development, as flower development, has been inten-

sively studied by forward genetics leading to the identification of
many key regulators and hence, to an emerging knowledge of the
gene networks that control the differentiation of the various cell-
types found in a root (Birnbaum and Benfey, 2004, Montiel et al.,
2004). In order to identify additional components of these net-
works, Birnbaum et al. analyzed gene expression in the develop-
ing root on a genome-wide level (Birnbaum et al., 2003). To this
end, they used five different GFP reporter lines marking different
cell-types and isolated these cells by fluorescence-activated cell
sorting after protoplastation (see above). While this procedure
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resulted in the induction of several hundred genes, control experi-
ments showed that the overall gene expression profiles of the
protoplasts were similar to that of cells that were not subjected to
protoplastation.

To monitor gene expression in a given cell-type over the course
of root development, roots of the five reporter lines were dissected
along the apical-based axis to obtain tissue from three different
stages of development, thus creating a total of 15 subzones. The
gene expression profiles of these subzones were subsequently
determined by whole-genome microarray analysis. Clustering of
the experimental data led to the identification of groups of genes
that are predicted as enriched in one or more subzones. To verify
the results of their analysis, Birnbaum et al. analyzed the assign-
ment of genes with known expression in the root and found that
the predictions, in general, matched the reported patterns.

In another study, a more specific aspect of root development,
namely the formation of lateral roots, was analyzed by gene
expression profiling (Himanen et al., 2004). As lateral root initia-
tion in the cells of the pericycle is a relatively rare event and lateral
roots do not develop in a synchronized manner, Himanen et al.
used a lateral root induction system that allows the simultaneous
initiation of a large number of lateral root primordia in Arabidopsis
by applying auxin to plants grown in the presence of an auxin
transport inhibitor. Gene expression changes that occur in re-
sponse to the auxin treatment before the first cell divisions take
place in the pericycle were monitored in a time course experiment
by cDNA microarray analysis. Cluster analysis of the microarray
data revealed sets of co-regulated genes that respond to the
inductive signal with different kinetics. In these clusters, genes of

certain functional categories were found to be under- or overrep-
resented allowing the definition of stages that precede the forma-
tion of lateral root primordia. Many of the early-response genes
identified in this experiment are presumably involved in auxin
signal transduction. In contrast, the genes that showed a delayed
response were enriched for cell-cycle regulators, showing the
tight interplay between development and the control of the cell
cycle.

The cell cycle network
 Regulation of the cell cycle critically intersects with the regu-

lation of developmental programs, particularly in plants. Plants do
not use cell migration or programmed cell death to achieve
morphogenesis. Rather, individual cells are the units of plant
morphogenesis through their cell division and expansion activi-
ties, which are in turn influenced by their cellular neighbors, i.e.,
coordinated within the organism (Mizukami, 2001, Beemster et
al., 2003) (see also review by Crisanto Gutiérrez, this issue). In
addition, plant architecture and growth are strongly influenced by
environmental conditions. It follows that the control of the cell
cycle in plants is intimately linked to developmental processes
and that it should also be integrated to external, environmental
inputs.

Examples have accumulated that illustrate the interactions
between the cell cycle and developmental processes in plants.
Many of the transcription factors that have been identified through
genetic analyses as playing roles in plant development do so (at
least in part) by influencing cellular proliferation, although the
molecular connection between them and the cell cycle remains

Fig. 2. Identification of genes downstream of the floral organ identity regulators by microarray analyses. (A) The gene expression profiles of floral
buds from ap1, ap2, ap3, pi  and ag  mutant plants were compared to that of wild type using cDNA and whole-genome oligonucelotide microarrays
(Wellmer et al., 2004). (B) The diagram indicates the expected changes in transcript levels of organ-specific genes in the floral mutants compared with
wild-type plants; (-), absent; (upward arrow), upregulated; (downward arrow) downregulated; (?), questionable. The number of genes that were identified
as expressed specifically (or predominantly) in each type of organ is indicated.

A B
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largely uncharacterized. For instance, SUPERMAN (SUP) and
KNUCKLES (KNU), both C2H2 zinc finger transcription factors,
are negative regulators of cellular proliferation, SUP controlling
floral patterning (maintenance of the boundary between the
stamen and carpel whorls) and ovule development (Nandi et al.,
2000, Sakai et al., 2000) and KNU regulating gynoecium develop-
ment and floral determinacy (Payne et al., 2004). Conversely,
JAGGED (JAG) and RABBIT EARS (RBE), also C2H2 proteins,
induce cell proliferation (Dinneny et al., 2004, Ohno et al., 2004,
Takeda et al., 2004). PETAL LOSS (PTL), a trihelix transcription
factor, regulates perianth architecture by suppressing growth
between initiating sepals (Brewer et al., 2004). The Antirrhinum
TCP transcription factors CYCLOIDEA and CINCINNATA control
growth in leaves and petals (Cubas et al., 1999, Nath et al., 2003,
Crawford et al., 2004). Other examples include CUC1 and CUC2
and AINTEGUMENTA (ANT), from the NAC and AP2/ERF fami-
lies of transcription factors, respectively, and homeobox genes.
More directly, a cyclin-dependent kinase (Arabidopsis  CDKE, a
homolog of human CDK8) was recently shown to be necessary for
the specification of reproductive organ (i.e., stamen and carpel)
identity and for the proper termination of stem cells in the floral
meristem, illustrating how cell cycle components can play a role
in cellular differentiation processes (Wang and Chen, 2004).

As illustrated earlier, the cell cycle regulatory network and the
transcription factors that form part of it, have been a model to
prototype multiple genomic methods and concepts, particularly in
yeast. In that organism, it was one of the first networks for which
what we might call a genome-wide view was obtained. What can
we learn from those studies, in yeast and mammals, that can help
us elucidate the cell cycle regulatory network in plants? How
similar might the plant network be to those from other organisms
and kingdoms? What have we learned so far about the plant cell
cycle using genomic tools?

As in other eukaryotes, the cell cycle in plants is driven by CDK-
controlled phosphorylation at the G1/S and G2/M transitions (for
a review, De Veylder et al., 2003). Substantial parts of the cell
cycle machinery are, as expected, conserved across eukaryotes:
CDKs, cyclins, CDK inhibitors and the WEE1 kinase are all
present in the plant lineage (Vandepoele et al., 2002, Robbens et
al., 2005). However, plants show some particular features, such
as several plant-specific CDKs and cyclins and an overall higher
number of cyclin genes (Vandepoele et al., 2002, Wang et al.,
2004a).

Downstream of the CDK/cyclin pathways, regulation of the cell
cycle transitions and the progression through it is largely depen-
dent on transcriptional control, through the activation (and repres-
sion) of the cohorts of genes that are required at the distinct cell
cycle phases. The transcriptional network that regulates the cell
cycle in plants is less well understood than in the case of S.
cerevisiae  or of mammalian cells. However, homologs to some of
the known mammalian cell cycle transcriptional regulators can be
identified in plants. Moreover, evidence is accumulating, espe-
cially in Arabidopsis, that such regulators may be organized in
regulatory pathways equivalent to those of animal cells, although
plant-specific innovations are also apparent. It is still unclear,
though, whether in plants these regulators are connected through
a cascade cycle of serial activation, as in S. cerevisiae  (Simon et
al., 2001, see above, Horak et al., 2002a, Breeden, 2003).

The mechanism that regulates the G1/S transition, which

involves E2F and RB proteins (see above), appears to be con-
served between mammals and plants (De Veylder et al., 2003).
The Arabidopsis  genome contains eight genes belonging to the
E2F/DP family and a single gene for an RB-related protein (RBR),
in addition to D-type cyclins and A-type CDKs. It has been shown
that tobacco RBR protein is phosphorylated by a CDKA/cyclinD
complex in a cell-cycle-dependent manner, peaking at the G1/S
transition point (Nakagami et al., 2002). Furthermore, overex-
pression of a D-type cyclin (CYCD3;1) in Arabidopsis  pushes
cells from G1 into S (Dewitte et al., 2003). In summary, all the
necessary components of the E2F-RB pathway are present in
plants, as they are in animals.

The Arabidopsis  E2F/DP family consists of three AtE2F genes
(known as AtE2Fa/AtE2F3, AtE2Fb/AtE2F1 and AtE2Fc/AtE2F2),
two DP genes and three E2F-like genes (known as DELs, E2Ls,
or E2Fd-f) (Gutierrez et al., 2002, Shen, 2002). AtE2Fa could, like
mammalian E2F1, E2F2 and E2F3, be a direct and specific
activator of S-phase genes (De Veylder et al., 2002, Rossignol et
al., 2002). AtE2Fc, on the other hand, might function as a negative
regulator of cell division, resembling mammalian E2F6 (del Pozo
et al., 2002, Stevens and La Thangue, 2003). Another negative
input in the E2F network may be repression carried out by the DEL
proteins, which can bind to DNA in a monomeric form and repress
the expression of genes under E2F control (Kosugi and Ohashi,
2002). DEL or E2F-like proteins were first identified in Arabidopsis
; a similar E2F-like protein has been recently identified in mam-
mals (named E2F7) and it has been shown that it can repress E2F
target genes and cause the accumulation of cells in G1 (Kosugi
and Ohashi, 2002, de Bruin et al., 2003, Di Stefano et al., 2003).
In summary, although we are still far from understanding the
specific functions or roles of the individual plant E2F/DP family
members, it appears that they are likely organized in a network
that, like the E2F network of mammals, relies on a balance of
negative and positive inputs.

The regulation of the G2/M transition in plants is less well
understood than the pathways that direct entry into S phase.
There is some, albeit incomplete, information about the transcrip-
tional regulators and events that might operate downstream of the
G2/M CDK-cyclin module in plants. Plant B-type cyclins show a
peak of transcription at the late G2 and M phases during the cell
cycle. The promoters of B-type cyclin genes contain a motif that
directs G2/M specific gene expression, called the MSA element
(Ito et al., 2001). In tobacco, it has been shown that the MSA
element is specifically recognized by MYB proteins of the three-
repeat type (MYB-R1R2R3), that is, they are analogous to the
animal c-MYB proteins (Ito et al., 2001). It has been proposed that
G2/M-phase-specific gene expression is mediated by these Ntmyb
proteins, with the balance between activators (NtmybA1 and
NtmybA2) and repressor (NtmybB) ensuring that no inappropriate
triggering occurs (Ito et al., 2001, Araki et al., 2004). However,
because NtmybA1 and NtmybA2 are themselves cell cycle regu-
lated in a similar manner to, but preceding, their target, it is still
unclear how much of a G2/M trigger role (versus a reinforcing one)
they actually play. Initial microarray experiments to characterize
gene expression during the Arabidopsis  cell cycle (Menges et al.,
2002, see below) have identified genes (~100) with similar kinet-
ics of expression to those of the cyclin B genes, but only about
20% of those contain an MSA element in their promoter. In
mammals, all their three myb proteins, c-Myb, A-Myb and B-Myb,



Gene network analysis in plant development    755

play an important role in regulating the cell cycle, but they act
specifically at the G1/S transition (Weston, 1998). Thus, although
Myb proteins of the three-repeat type form part of the cell cycle
network in plants, they play a different role in it than their
mammalian counterparts.

Little is known about the genes that are regulated by the
different E2F proteins in Arabidopsis, but recent results point to
the conservation, at least partial, of the E2F transcriptional cas-
cade between plants and animals (Ramirez-Parra et al., 2003).
Thus a search for putative E2F binding sites in the Arabidopsis
genome led to the identification of over 180 potential E2F targets
and cell-cycle regulated expression was confirmed for several of
those genes by RT-PCR (Ramirez-Parra et al., 2003). Human
homologs could be identified for at least a fraction of the Arabidopsis
putative E2F targets. These human genes included previously
identified E2F-regulated genes, as well as novel genes with E2F
binding sites in their promoters (Ramirez-Parra et al., 2003). In
another study, the transcript profile of transgenic Arabidopsis
lines that overexpress E2Fa-DPa has been compared to that of
wild-type plants using a small microarray (Vlieghe et al., 2003).
This experiment identified some putative direct and indirect E2F
targets. Among the genes supposed to be primary targets were
genes involved in DNA-synthesis, whereas among the putative
indirect targets genes linked to nitrogen assimilation were found,
suggesting a cross-talking genetic network between DNA replica-
tion and nitrogen metabolism. In summary, the scope of transcrip-
tional regulation exerted by the E2F proteins in plants remains
largely unexplored, although preliminary data support some of the
presumed roles for these proteins in controlling the G1/S transi-
tion and point to similarities, at the network level, with mammals.
No similar studies have been reported yet for the MYB-R1R2R3
proteins that might regulate the G2/M transition.

The comprehensive characterization of cell-cycle regulated
gene expression in Arabidopsis, using synchronized cell popula-
tions and with high temporal resolution, is a necessary dataset for
the elucidation of the regulatory network. Preliminary analyses of
this type have been recently reported, using Affymetrix Arabidopsis
chips (Menges et al., 2002, Menges et al., 2003). These experi-
ments resulted in the identification of ~1,000 genes that display
cell-cycle-regulated or -associated expression. However, none of
the known or presumed cell cycle transcriptional regulator of
Arabidopsis  (the E2F, DP, DEL and MYB genes described above)
are present in that list of genes, despite the fact that, for at least
some of them, cell-cycle related expression patterns have been
described by other methods (usually, PCR-based). Whether this
failure to detect the known regulators results from limitations of
the microarray technology (in particular, sensitivity) or from the
way the data sets were filtered and analyzed is unclear.

In summary, cell cycle research in plants has relied heavily on
the knowledge gained with other species. In part based on that,
the basic building blocks of the plant cell cycle regulatory network
are being put together. Genomic technologies are being used, but
we are still far from being able to assemble the data into a
coherent, functional network, not the least because of the ab-
sence of important types of data, such as ChIP/chip. In particular,
it is not known whether a continuous cycle of interdependent
waves of transcription will also be found in the plant cell cycle, akin
to what has been observed in S. cerevisiae  (Simon et al., 2001,
Horak et al., 2002a, Breeden, 2003) – but, somewhat surprisingly,

not in S. pombe  (Rustici et al., 2004). Evidence of connections
between the different cell cycle transitions or checkpoints in
plants, however, is starting to accumulate (see, for example,
Boudolf et al., 2004). Lastly, the molecular connection between
the regulation of the cell cycle and those regulators of develop-
ment that influence it is still uncharacterized.

Conclusion

The results of the studies we have discussed above show the
great potential that the use of genomic technologies has for the
analysis of the gene regulatory networks underlying develop-
ment. However, they also demonstrate that the implementation of
novel or improved experimental approaches will be necessary to
redeem the promise of a truly genome-wide understanding of
development. This is especially true for the study of plant devel-
opment, for which the application of genomic technologies is
currently almost entirely limited to gene expression profiling by
microarray analysis. While gene expression profiling has proven
to be an invaluable tool for identifying probable components of the
gene networks that control specific developmental processes, it
cannot yield a comprehensive understanding of the hierarchical
relationships within a gene network. Thus, future studies will have
to focus on the genome-wide analysis of cis -regulatory interac-
tions in plants by making use of some of the experimental
approaches discussed above, such as phylogenetic footprinting
or ChIP/chip analysis.
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